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Limitation of traditional system

1. view words as atomic units without inter-relationship
2. data is scarce or not diverse enough [Quantity]
3. the availability of high-quality transcribed speech data [Quality]

Simple Solution - Scaling by increase N in n-grams

- the number of possible sequences grows exponentially [Computation]
- many combinations occur infrequently or not at all in the training data [Sparse]
- keep increasing N will not always be helpful [diminishing returns]
- overfitting - cannot be generalized …



Novel Methods needed

Goal of the paper

- develop model architectures for learning high-quality word vectors from large datasets
- Multi-Degrees of Similarity

- dog & puppy; cat & kitten … [meaning/semantic]
- noun+ing; noun+s … [syntactic]
- King - Man + Woman = Queen [“algebraic” operations]

- remove non-linear hidden layer
- keep “linear relationship”
- reduce complexity



Computational complexity

O = E x T x Q

where

E = number of training epochs (3-50)

T = number of the words in the training set

Q = complexity per training sample (defined later)

Train on Stochastic Gradient Descent and Backpropagation



Feedforward Neural Net Language Model (NNLM)

- we have V words in vocabulary
- encoding input N words using a "1-of-V" coding method 

- each word is represented by a unique vector where only one element is 1, and all others are 0
- high dimensional sparse dataset

- project into a projection layer P with dimensionality N×D
- Hidden Layer with size H
- Output Layer: The output is a probability distribution over the vocabulary, 

computed from the hidden layer, thus having a dimensionality of V

Q = N * D + N * D * H + H * V



Recurrent Neural Net Language Model (RNNLM)

● does not have projection layer 
● short term memory - time delayed connection

○ utilize both input layer x_t and hidden layer output h_{t-1} from last time step to get h_{t}



Proposed Model: Continuous Bag-of-Words Model

- remove non-linear hidden layer
- the projection layer is shared for all words - order of words are not considered
- utilize future and history to classify the current 







Architecture



Why better

1. simpler architecture 
2. contextual awareness - classifying the middle word
3. shared projection matrix - a common representation for all words (X order)
4. continuous distributed representation of context 



Proposed Model - Continuous Skip-gram Model

- based on a word, predict words around it in the same sentence



Proposed Model - Continuous Skip-gram Model

- C as maximum distance of the words
- R is a random number in the interval [1, C]
- therefore, we have to do 2*R word predictions for each sample

- R is random so distant words are sampling less
- Positional Embedding
- Adjust the loss function
- Adjust the softmax function







Result

- a comprehensive test set contains the following types of relationship in 
Question forms

- metrics - accuracy for all question types and for each type separately 
- synonyms are counted as mistakes



Maximizing Accuracy
- Diminishing Marginal Return - increase D or increase training data
- E = 3, learning rate = 0.025 and decrease it linearly

- NNLM perform better than RNNLM 
- word representation vector directly connect to non-linear hidden layer without projection layer

- CBOW better than NNLM 
- Skip-gram slightly worse on syntactic but better on semantic compare to CBOW



Maximize Accuracy

- Real-World Applicability and Validation
- compare the models trained on a single CPU against publicly available word vectors.



- train a model on twice as much data using one epoch gives better results 
than iterating over the same data for three epochs and provides additional 
speedup



use Ada-grad - adaptive learning rate for each dimension



Microsoft Sentence Completion Challenge



Problems 

● Bias in dataset
○ King - Man + Woman = Queen (from earlier slide)
○ Doctor - man + woman = Nurse



Thank You!


