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Poisoning Attack
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Background

A training stage security issue

Example: SVM decision boundary impacted by injecting bad training
samples
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Overview
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Security Issue

Why training time attack can be a security issue?

Scenario 1: third-party datasets

Federated learning

Scenario 2: third-party platforms

Google cloud

Scenario 3: third-party models

Pre-trained NLP embeddings/models
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Attack Goals
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Untargeted Attack

The adversary aims to decrease the overall performance of the target
model

Papers:

Attack linear models: Zhao et al., Efficient Label Contamination Attacks Against

Black-Box Learning Models. IJCAI, 2017.

Attack federated learning: Muñoz-González et al., Towards poisoning of deep

learning algorithms with back-gradient optimization. workshop on AISec, 2017.

Attack deep learning model: Jagielski et al., Subpopulation Data Poisoning

Attacks. CoRR, 2021.
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Targeted Attack

The adversary forces the target model to perform abnormally on
specific samples.

Example: In digit classification, force the model to mis-classify images
of digit 0 only.

Papers:

Attack deep learning model: Zhu et al., Transferable Clean-Label Poisoning

Attacks on Deep Neural Nets. ICML, 2019.

Attack federated learning: Cao et al., MPAF: Model Poisoning Attacks to

Federated Learning Based on Fake Clients. CVPR, 2022.
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Backdoor Attack

Attack is activated only when a specific pattern (trigger) appears in the
input

Example: Image will be classified as horse whenever a green triangle
(trigger) appears in the image.

Papers:

Attack vision model: Saha et al., Hidden Trigger Backdoor Attacks. AAAI, 2020.

Attack NLP model: Li et al., Hidden Backdoors in Human-Centric Language

Models. CoRR, 2011.
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Attack Techniques
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Label Manipulation

Model learns based on sample-label pairs.

True pattern corrupted by the random noise caused by label
manipulation

Exist in real world dataset not necessarily caused by poisoning attack
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Efficient Label Manipulation

Samples have different influence on the model

How to find the most influential samples to construct poisoned
samples?
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Label Manipulation

Biggio et al., Support Vector Machines Under Adversarial Label Noise. JMLR workshop, 2011.:

Flip labels of samples with non-uniform probabilities

High probability: non-support vectors (points not on the margin and
classified correctly)
Low probability: mis-classified samples and support vectors



13/22

Label Manipulation

Biggio et al., Support Vector Machines Under Adversarial Label Noise. JMLR workshop, 2011.:

Flip labels of samples with non-uniform probabilities

High probability: non-support vectors (points not on the margin and
classified correctly)
Low probability: mis-classified samples and support vectors



14/22

Issue

Advantages:

Straightforward operation

Disadvantages:

Limitations of performing complicated attacks

Easy to notice

Not many works in this direction recently
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Data Manipulation

Backdoor attack (Computer Vision Task):
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Invisible Backdoor Attack (CV)

Previous triggers are sample-agnostic and visible

Triggers can be sample-specific and invisible (harder to detect)
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Invisible Backdoor Attack (CV)

Pipeline:

Sample-specific triggers generated by an Encoder

The trigger is noise-like (invisible)

Li et al., Invisible Backdoor Attack with Sample-Specific Triggers. CVPR, 2021.



18/22

Invisible Backdoor Attack (CV)

Training of the Trigger-Encoder:

Encoder: embed a string into the image while minimizing differences
between the input and the encoded image (Poisoned Image).

Decoder: recover the hidden message from the encoded image.

Code: index of the target label.
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Backdoor Attack (NLP)

Special words (tokens) as triggers

Input with special words will be classified as the target class

Table from Qi et al., ONION: A Simple and Effective Defense Against Textual Backdoor Attacks. EMNLP, 2021.

The boldfaced words are backdoor trigger words
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Invisible Backdoor Attack (NLP)

Syntactic structure as trigger

Sentence with a specific syntactic structure will be classified as the
target class

Table from Qi et al., Hidden Killer: Invisible Textual Backdoor Attacks with Syntactic Trigger. ACL, 2021.

Trigger syntactic structure in the above example: ”When ..., ...”

Syntactically Controlled Paraphrase Network (SCPN): convert a
sentence into a specific syntactic structure

Iyyer et al., Adversarial example generation with syntactically controlled paraphrase networks. NAACL-HLT, 2018.
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Backdoor Attack (Federated Learning)

Image from Xie, Chulin, et al. “Dba: Distributed backdoor attacks against federated learning.” ICLR. 2020.

Malicious user attack the system with backdoor attack
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Conclusions

Introduction to poisoning attack

Attack goals: untargeted, targeted, backdoor

Attack Techniques: label manipulation, data manipulation, etc.

Questions?


